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ABSTRACT An artificial neural network (ANN) model with a simple architecture containing a single hidden layer is 
presented to discriminate the mine-like objects from the acquired infrared images. The proposed method 

consists of preprocessing, segmentation, feature extraction and ANN based classification. Texture features based on 
gray level co-occurrence matrix (GLCM) are considered as inputs to the neural network classifier. The proposed method 
is tested on the infrared images acquired from two different soil types namely black cotton soil and sand.The ability of 
the back propagation neural network in discriminating the mine like objects from the clutters in the infrared images ac-
quired from inhomogeneous soil is discussed. The results are encouraging. 

1. Introduction
Landmines kill or maim innocent civilians everyday [1]. The 
task of detection and clearance of buried landmines in var-
ious military applications is highly daunting due to various 
humanitarian, environmental and economic implications in-
volved. Various automatic target detection and recognition 
systems used for this problem produce a high false alarm 
rate due to the various constraints encountered in the real 
minefield. Nevertheless it still remains an active area of re-
search with different techniques being explored. Dogs and 
metal detectors are used in most programs for finding the 
presence of land mines and the exact localization and re-
moval is done by various prodding techniques [2]. Ground 
Penetrating Radar (GPR) and Infrared (IR) sensor are two of 
the most widely used sensors in this application. The ef-
fectiveness of infrared imaging in locating mine affected 
areas from an altitude makes it one of the inevitable sen-
sor in sensor fusion techniques. Night vision and noncon-
tact operation with the system are the other advantages of 
an infrared sensor. Though the performance of an infrared 
sensor is dependent on a wide range of variables in the 
atmosphere and the soil [3], effective image processing 
techniques can be used to improve the performance.

This contribution investigates the recognition ability of the 
soft computing technique namely the back propagation 
neural network with a simple architecture in discriminat-
ing a landmine from clutter in the acquired infrared im-
ages. The gray level co-occurrence matrix (GLCM) based 
textural features are used as input to the neural network. 
The paper is organized as follows:. Section 2 discusses the 
proposed methodology for detection and classification of 
mine like objects from infrared images. Simulation results 
are presented in section 4. Section 5 concludes the work.

2. The proposed Methodology
The goal of an efficient mine detection system is to 
achieve a high probability of detection and a low false 
alarm rate. The process of detection and identification of 
mine like anomalies from the infrared images involves im-
age processing techniques such as contrast enhancement, 
filtering, smoothing, segmentation and feature extraction 
and classification. The flowchart in fig.1 describes the com-
plete processes involved in detection and recognition of 
mine like objects in the acquired infrared images.

Fig.1.  Overview of the processes involved in recogni-
tion of mine like objects 

3.1. Preprocessing
The acquired infrared image is converted to gray tone im-
age and it is resized to a standard dimension of 256x256 
pixels in order to perform matrix arithmetic during further 
processing. The two important preprocessing operations 
which are used to overcome the ambiguity of the target 
signal in real time image processing such as landmine de-
tection are contrast enhancement and noise removal. The 
noise effect is degraded and the visual quality of the im-
age is improved in order to carry out further operations. 
The gray scale image is enhanced using histogram equali-
zation and the enhanced image is filtered using Wiener fil-
ter in this application. Wiener filter is effective in tapering 
off the noisy components especially when the noise and 
signal are Gaussian distributed in the image [4]. Smoothing 
is also carried out on the filtered image using an average 
filter whenever necessary.
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3.2. Segmentation
It refers to the process of grouping the homogenous 
pixels sharing some common attributes such as color, in-
tensity or texture in an image. It separates the regions 
of interest from the background thus making further 
analysis easier. Clustering, edge detection and threshold 
based region growing are the three categories [5] of the 
various existing image segmentation techniques. In this 
work, threshold based segmentation is used to isolate 
the mine like objects present in the infrared images.

3.3. Feature Extraction
Once the mine like object is identified in the segmented 
image, the features of the region of interest are meas-
ured and made available for further recognition and clas-
sification purpose. Pixel intensity-based features, edge 
features and texture-based features [6] are generally used 
in feature selection process. The statistical textural fea-
tures based on Gray level co-occurrence matrix(GLCM) 
namely contrast, correlation, energy and homogeneity 
are measured and used for classification in our work. The 
probability of the couple pixels at ‘θ’ direction and ‘d’  in-
terval is defined by the GLCM matrix[7] as P(i,j|d, θ). By 
assuming ‘θ’ as 0° and ‘d’ as 1 pixel offset, P(i,j|d, θ) is 
simply expressed as P(i,j).

The statistical textural features extracted from GLCM in 
this work are as follows:

                                                                         (1)

Where i, j are the spatial coordinates of the probability 
matrix P (i, j) and N is the gray tone image.

3.4. ANN Model for classification

Fig. 2.  Structure of a back propagation neural network 
with one hidden layer

Multi-layer back propagation network can be used to 
recognize patterns when trained with adequate data. 
A feature based feed-forward three-layer network with 
four neurons in the input layer, three neurons in the 
hidden layer and one neuron in the output layer is 
employed in our work to perform the classification of 
mine like objects as shown in fig.2. It is a supervised 
network using a gradient-descent learning algorithm 
known as back propagation (BP) with a multilayer per-
ceptron (MLP) topology [8]. The weights are initialized 
randomly between zero and one. A sample feature vec-
tor from the training data is fed as input to the net-
work. The values at the output node are calculated. 
The sigmoid activation function is used to calculate the 
net output in all the three layers. The error is comput-
ed which is the difference between the actual output 
and the desired output. The values of weights in the 
weight matrix are updated according to the delta rule 
till the error becomes minimum. This is repeated for all 

the training samples until the error becomes minimum 
or till the completion of enough epochs is reached. 
The quality metric used in our work is mean square er-
ror (MSE). Learning happens as the network is pushed 
to give desired ouputs, with the gradual change in the 
connection weights. Then the neural network is tested 
on the sample images in the test data for its ability to 
recognize new patterns and associate them with the al-
ready defined classes. 

4. Experimental Results
Various structural and statistical features are measured 
from the mine like blobs present in the segmented in-
frared   images. Sample images containing a mine like 
object and a clutter that resembles a mine are shown in 
fig.3 and their geometrical and textural properties are 
tabulated in table1.

(Fig.3. Sample processed infrared images (top row: 
mine like object and bottom row: 
clutter): (a) original,(b) contrast enhanced,(c) filtered,(d) 
segmented

Table 1. Computed geometrical and textural feature val-
ues from two sample images
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Out of the many features, only the four GLCM based 
textural features are chosen for training the neural net-
work described above. The network is trained for two 
classes with the training data. Class 1 is for mine like 
object and class 2 is for clutter(non-mine).Once trained, 
the network is tested with the samples from the test 
data. Fig.4 shows the variation of the quality metric 
with the number of training epochs. The predetermined 
MSE value is chosen as 0.000105. The network ap-
proached the defined goal only after 673659 iterations.
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Fig.4. Variation of MSE with training cycles

The output of the network for the input features cor-
responding to a mine like object is identified with ‘1’ 
and the output corresponding to clutter features is 
identified with ’0’. The desired output (target) and ac-
tual output values of the test data are shown in table 2 
for nine samples out of which six samples are from the 
mine like objects and three samples are from the man-
made clutter. From the results obtained, it is perceived 
that the trained neural network has performed success-
fully on the test data.

Table 2.  BPN outputs for sample test data

Sample

No
Objects Desired 

output

Actual 

Output

(54109

epochs)

Actual 

Output

(673659

epochs)

1 mine 1 0.8065 0.9926

2 mine 1 0.8305 0.9969

3 mine 1 0.6361 0.9941

4 mine 1 0.2824 0.9976

5 mine 1 0.6648 0.9975

6 mine 1 0.9208 1.0000

7 clutter 0 0.1079 0.0031

8 clutter 0 0.0053 0.0094

9 clutter 0 0.0133 0.0006

The reason for the poor performance of the network for 
the fourth sample and seventh sample in the test data 
when the network is trained to learn with 54109 epochs 

is not known. Nevertheless, the recognition performance 
is improved when the number of epochs is increased to 
673659 with a compromise in time taken for training the 
network. The simulation was carried out using MATLAB.  

5. Conclusion
Back propagation neural network with a simple structure con-
sisting of a single hidden layer with three neurons has been 
modeled and trained for a set of textural features measured 
from the infrared images acquired from an outdoor test lane. 
The textural features of the region of interest were computed 
from the segmented image. Image preprocessing techniques 
such as enhancement and noise removal were carried out 
prior to segmentation. The network was trained using the 
training data that contained both mine like objects and non-
mine(clutter)objects. The network learnt to reach the goal 
only after 673659 epochs. However, the discriminative ability 
of the network was found to be encouraging when the net-
work was tested with the test data. The performance can be 
improved by modifying the structure of the network accord-
ing to the varying size of feature vector and by increasing the 
number of neurons in the hidden layer.
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